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1 Purpose

As the United Kingdom’s national institute for data science and artificial intelligence, The Alan Turing Institute is driving research into how digital identity systems are evolving to underpin a changing world, including their impact on people and communities to elevate the requirements for assuring trustworthy outcomes. Acknowledging a growing trend to adopt Facial Recognition Systems (FRS) in many user identification processes, this paper draws on a systematic review of attacks to articulate a systems architecture and taxonomy of threats and provide the context needed to identify and model risks to these systems.

It is part of a body of resources and guidance developed in consultation with governments, humanitarian organisations and the industry stakeholders that are advancing digital identity systems.

2 Executive Summary

Intuitively, weakly protected Facial Recognition Systems (FRS) would open the doors to various crimes and sabotage. These systems are increasingly deployed by major industries and governments, making their way into both foundational national identity systems and the functional systems that facilitate access to both private and public services, including border crossings, online commerce and more.

As governments and society develop reliance on digital identity technologies, such as face recognition, it is important that we recognise measures to be taken that can attest to their trustworthiness. Turing researchers are examining them through a broad lens provided by six pillars of trustworthiness—security, privacy, robustness, ethics, reliability, and resiliency—to define aspects that determine reliability of access to resources and services, the appropriateness of their use and the sustainability of design in terms of the technology, social and economic environments in which they operate.

This paper draws on a systematic review of attacks on facial recognition systems and their potential to compromise these pillars to articulate a new architecture and taxonomy of threats, advancing understanding of the vulnerabilities and threats that are evolving with the deployment of these systems. We elaborate a threat model identifying the most crucial elements in FRS to present a threat taxonomy categorised by whether they relate to the computing resources, the model employed, and/or the system's input for authentication. We then present an Authentication Reference Architecture (ARA) and incorporate all threats present at each stage of the authentication process, describing and mapping 13 areas of attack in total. Here we elaborate more on the registration process compared to prior work. Reference data associated with this process is usually deemed to be clean and trusted, an assumption which could lead to the overlooking of severe flaws that compromise security, privacy, and the functional operations that underpin accountability for reliable and ethical access to services. Our analysis illustrates that this stage is effectively targeted in a number of adversarial attacks to compromise the
quality and resolution of the biometric samples collected or the models for creating reference templates from these samples. These include morphological attacks, which are growing in incidence and sophistication. Our ARA also links recently discovered attacks to the processing stages in user identification systems incorporating the registration stage.

These attacks and the vulnerabilities they exploit could severely hinder trust in FRS, leading to a reluctance in their adoption. In producing an attack taxonomy and a new reference architecture, we aim to increase confidence in the adoption of FRS and identify priority research areas for the prevention of attacks as part of future work.

3 Acronyms

FRS Facial Recognition Systems.
GAN Generative Adversarial Network.
IoC Indicator of Compromise.
NIST National Institute of Standards and Technology.
OSI Open Systems Interconnection.
POC Proof of Concept.
PRISMA Preferred Reporting Items for Systematic Reviews and Meta-Analyses. ROC Receiver Operating Characteristics.
SPN Sensor Pattern Noise
PETS Privacy Enhancing Technologies

4 Existing Methods for Threat Modelling

In order to properly design FRS, we have to identify what can be targeted. Threat models concern analysing representations of a system to highlight concerns about security and privacy characteristics [1]. Threat modelling approaches have emerged in the early 2000s as a means to systematically identify and evaluate security requirements [2]. Following recent surveys [3– 5] we summarise some of the most prominent. The majority of the methods are mnemonic, i.e., the threat categories in question are coded in the method’s name.

Attack Trees [6] to model threats are essentially diagrams that depict attacks on a system in tree form. The tree root is the goal for the attack, and the leaves are ways to achieve that goal. Each goal is represented as a separate tree. Thus, the system threat analysis produces a set of attack trees. Usually, it takes a few iterations of decomposing the goal to build the tree. Once all leaf nodes are identified, markers of possibility can be assigned. These values should be
assigned only after relevant research on the step is done. Goals can be accomplished in multiple ways.

**Microsoft** developed STRIDE that identifies five threat categories: spoofing, tampering, repudiation, disclosure, denial of service, and elevation. This method suffers from excessive time and resource consumption, as the number of threats can grow rapidly as a system increases in complexity [7, 8]. This tool was eventually replaced by Microsoft Threat Modelling Tool (TMT) [9], which is based on defining security requirements, creating an application diagram, identifying threats, mitigating threats, and validating that threats have been mitigated.

**PASTA** A life cycle model named Process for Attack Simulation and Threat Analysis [10] has as its main components: define objectives, define technical scope, application decomposition, threat analysis, vulnerability and weaknesses analysis, and attack modelling, risk and impact analysis. This method elevates the threat modelling process to a strategic level by involving key decision makers and requiring security input from operations, governance, architecture, and development. It is regarded as a risk-centric framework, facilitating analysis from the attacker perspective and revealing the potential for harm.

**LINDDUN** (Linkability, Identifiability, Non-Repudiation, Detectability, Disclosure of Information, Unawareness, and Non-Compliance) is a threat modelling method that focuses on privacy concerns and can be used for data security [11]. The main elements are: define a dataflow diagram, map privacy threats to diagram elements, identify threat scenarios, prioritise threats, elicit mitigation strategies, and select corresponding PETS.

**The Open Web Application Security Project (OWASP)** [12] is a software-focused threat model. OWASP follows the Threat Modelling Manifesto [1] which is based on answering four key questions: What are we working on? What can go wrong? What are we going to do about it? Did we do a good job? The model has the following components: threats agents, attacks vectors, security weaknesses, security controls, technical impacts, and business impacts.

**The Operationally Critical Threat, Asset, and Vulnerability Evaluation (OCTAVE)** [13] methodology was one of the first created specifically for information security threat modelling. OCTAVE threat modelling methodology is focused on assessing organisational risks that may result from breached data assets. Its main components are: build asset-based threat profiles, identify infrastructure vulnerability, and develop a security strategy and plans.

**Trike** [8, 14] was created as a security audit framework from risk management and defensive perspective. It is focused on satisfying the security auditing process from information risk management requirements. It provides a risk-based approach with a unique implementation, and risk modelling process. The requirements model ensures the assigned level of risk for each asset is acceptable by the stakeholders.

**The Common Vulnerability Scoring System (CVSS)** models the principal characteristics of a vulnerability and produces a numerical score reflecting its severity [15]. CVSS provides users of the method with a common and standardised scoring system within different cyber and cyber-physical platforms. The metrics are defined via some expert knowledge. The CVSS consists of
three metric groups: base (attack features assessment), temporal (response details), and environmental (confidentiality and integrity assessment).

**The Visual, Agile, and Simple Threat VAST** model is based on the generation of two sub-models: one application and the second for operations. The first sub-model uses process flow diagrams that represent the architectural point of view, while the latter focuses on the attackers’ point of view based on the diagrams. One important feature of VAST is the scalability and usability that allows it to be adopted in large organisations throughout the entire infrastructure to produce actionable and reliable results for different stakeholders.

**Persona non Grata (PnG)** focuses on the motivations and skills of human attackers. It characterises users as archetypes that can misuse the system and forces analysts to view the system from an unintended use point of view [16]. It can help to visualise threats from the counterpart side, which can be helpful in the early stages of threat modelling.

**Security Cards** is a model that focuses on identifying unusual and complex attacks [17]. It means to answer basic questions about the potential threats: by whom? Why might the system be attacked? what assets are of interest? and how can these attacks be implemented? This method uses a deck of 42 cards to facilitate threat discovery activities: human impact (9 cards, e.g. financial well-being), adversary’s motivations (13 cards, e.g. malice, money), adversary resources (11 cards, expertise, tools), and adversary’s methods (9 cards, e.g. physical, cover-up).

Some threat models combine more than one structure to create a new one:

**The Hybrid Threat Modelling Method (hTMM)** [8, 18] consists of a combination of SQUARE (Security Quality Requirements Engineering Method), Security Cards, and Persona Non Grata (PnG). The targeted characteristics of the method include no false positives, no overlooked threats, a consistent result regardless of who is doing the threat modelling, and cost-effectiveness. The main steps are: identify the system to be modelled, apply security cards, remove unlikely PnG, summarise the results using a support tool, and continue with a formal risk assessment method.

**Comprehensive, Lightweight Application Security Process (CLASP)** [19] is an activity-driven, role-based set of process components guided by formalised best practices. CLASP is designed to help software development teams build security into the early stages of existing and new-start software development life cycles in a structured, repeatable, and measurable way. CLASP comprises 24 activities to ensure security via a simple three-tiered architecture. CLASP is conducive to iterative refinement, and it has metrics for evaluation. It comprises four main key tasks: identify system roles and resources, categorise resources into abstractions, identify resource interactions through the lifetime of the system, and for each category, specify mechanisms for addressing each core security service.

**Quantitative Threat Modelling Method (QTMM)** [20] is a hybrid method of Attack Trees, STRIDE, and CVSS. The first step of the QTMM is to build attack trees for the five threat categories of STRIDE. This activity shows the dependencies among attack categories and low-level component attributes. Next, the CVSS method is applied, and scores are calculated for the
components in the tree. An additional goal is to generate attack ports for individual components to illustrate activities that can pose a risk. The scoring assists with the process of performing a system risk assessment. If an attack port is dependent on a component root node with a high-risk score, that attack port also has a high-risk score and has a high probability of being executed.

Other recent methods adapt previous methods to create more flexible or robust models. Only recently, the European Union Agency for Cybersecurity (ENISA) proposed Risk Management and Information Security Management Systems RM/ISMS [21]. The framework is mainly based on OCTAVE nevertheless, when necessary, structural elements that emanate from other perceptions of risk management and risk assessment are incorporated as parts of wider operational processes. Risk Management is a recurrent activity that deals with the analysis, planning, implementation, control, and monitoring of implemented measurements and the enforced security policy. By contrast, Risk Assessment is executed at discrete time points (e.g. once a year, on-demand, etc.). The ISMS Framework is meant to implement the appropriate measurements to eliminate or minimise the impact that various security related threats and vulnerabilities might have on an organisation. It will enable implementing the desirable qualitative characteristics of the services offered by the organisation (i.e. availability of services, preservation of data confidentiality and integrity etc.).

![ENISA ISMS Framework](image)

**Fig 1:** ENISA ISMS Framework [21]

The development of an ISMS framework requires the definition of the security policy, the definition of ISMS scope, risk assessment, risk management, selection of appropriate controls, and statement of applicability. Although the ISMS is a recurring process some steps are
lengthier than others. This is mainly because the establishment of a security policy and the definition of the ISMS scope are more often management and strategic issues while the Risk Management process is in the end an everyday operational concern.

5 Taxonomy of Threats Against Facial Recognition systems

Following the ENISA framework, we proceed to formulate the taxonomy of threats against FRS. The framework has at its core the requirement to identify threats, thus we proceed to elaborate on the subject based on the PRISMA literature review published in our companion Technical Briefing Attacks Against Face Recognition Systems. The following table summarises the threats towards FRS, grouping them into three main categories as described in the literature review. These are (1) computing resources, which are the technology needed to perform the task (2) models, which are the core of the signal processing to classify and authenticate users, and (3) input samples, which are the system’s inputs. The table shows threats against FRS along with a brief description.

<table>
<thead>
<tr>
<th>Resource</th>
<th>High Level Threats</th>
<th>Threats</th>
<th>Threat details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical</td>
<td></td>
<td>Fraud</td>
<td>Employees wrongdoings with personal or financial gains</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sabotage</td>
<td>External actors’ gains of the FRS failures, always intentional</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vandalism</td>
<td>No real purpose but destroy assets</td>
</tr>
<tr>
<td></td>
<td>Unauthorized</td>
<td>Information leaking</td>
<td>Sharing information with external actors</td>
</tr>
<tr>
<td></td>
<td>physical access</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unintentional</td>
<td>Information leaking</td>
<td></td>
<td>Information distribution unaware of the potential damage</td>
</tr>
<tr>
<td></td>
<td>Device misuse</td>
<td></td>
<td>Information loss due to inappropriate device settings</td>
</tr>
<tr>
<td></td>
<td>Non trusted source data</td>
<td></td>
<td>Taking decision based on non-reliable sources, e.g. datasets.</td>
</tr>
<tr>
<td></td>
<td>Damage caused by third party</td>
<td></td>
<td>Result from penetration tests or white hacking activities</td>
</tr>
<tr>
<td>Computing/Infrastructure</td>
<td>Information loss</td>
<td>Loss of integrity, in local or remote resources. Inadequate backups, moving files or losing records.</td>
<td></td>
</tr>
<tr>
<td>--------------------------</td>
<td>-----------------</td>
<td>------------------------------------------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Disasters</td>
<td>Natural</td>
<td>Floods, earthquakes, etc.</td>
<td></td>
</tr>
<tr>
<td>Disasters</td>
<td>Circumstantial</td>
<td>Fire, corrosion, dust.</td>
<td></td>
</tr>
<tr>
<td>Failures</td>
<td>Systems</td>
<td>Caused by hardware, wrong design, scalability, implementation or complexity</td>
<td></td>
</tr>
<tr>
<td>Failures</td>
<td>Communications</td>
<td>Infrastructure, communication protocols, compatibility.</td>
<td></td>
</tr>
<tr>
<td>Failures</td>
<td>Power supply</td>
<td>Energy suppliers’ failures.</td>
<td></td>
</tr>
<tr>
<td>Outages</td>
<td>Resources loss</td>
<td>Unable to provide the system needs to operate.</td>
<td></td>
</tr>
<tr>
<td>Outages</td>
<td>Personnel Absence</td>
<td>Strikes, or inadequate personnel planning.</td>
<td></td>
</tr>
<tr>
<td>Outages</td>
<td>Internet</td>
<td>ISP unable to provide access</td>
<td></td>
</tr>
<tr>
<td>Eavesdropping</td>
<td>Information Interception</td>
<td>Espionage and information stealing</td>
<td></td>
</tr>
<tr>
<td>Eavesdropping</td>
<td>Source unveiling</td>
<td>Identify suppliers or operating sources</td>
<td></td>
</tr>
<tr>
<td>Eavesdropping</td>
<td>Replay</td>
<td>Resending authentic messages to confuse the receiver</td>
<td></td>
</tr>
<tr>
<td>Eavesdropping</td>
<td>Man in the Middle</td>
<td>Gain access to the data while transmitting</td>
<td></td>
</tr>
<tr>
<td>Nefarious Activity</td>
<td>Identity theft</td>
<td>Have the credential to impersonate a victim</td>
<td></td>
</tr>
<tr>
<td>Influence</td>
<td>Denial of Service</td>
<td>Make the service unavailable.</td>
<td></td>
</tr>
<tr>
<td>Influence</td>
<td>Malware</td>
<td>Cause malfunctions or undesired behaviours at any stage of the system operation</td>
<td></td>
</tr>
<tr>
<td>Influence</td>
<td>Social Engineering</td>
<td>Retrieve personal information from the system users</td>
<td></td>
</tr>
<tr>
<td>Influence</td>
<td>Software, Hardware and Information manipulation</td>
<td>Manipulate the system components according to someone else’s needs</td>
<td></td>
</tr>
<tr>
<td>Influence</td>
<td>Data breach</td>
<td>Gain access to the system data needed to authenticate users</td>
<td></td>
</tr>
<tr>
<td>Influence</td>
<td>Remote Access</td>
<td>Gain access the system to execute instructions arbitrarily</td>
<td></td>
</tr>
<tr>
<td>Influence</td>
<td>Causative</td>
<td>Dataset manipulation</td>
<td></td>
</tr>
<tr>
<td>Influence</td>
<td>Explorative</td>
<td>Misclassification</td>
<td></td>
</tr>
</tbody>
</table>
The table shows the most prominent threats against FRS. We use the ENISA threat taxonomy [21] as a baseline to identify threats in the context of FRS for authentication systems. To this end, we included the identified threats for FRS in the existing model. The rationale behind this is that the computing resource hosting the FRS faces the same threats as other authentication systems, e.g., man-in-the-middle, malware, frauds, etc. along with threats we identified for face biometrics, particularly. We present them as appended blocks in the table. These appended sections (summarised in the first column) correspond to threats towards the machine learning model that authenticate users, and the biometric samples the model receives as inputs. Following the ENISA threat landscape, the computing resource is deemed to be vulnerable to biometric sample threats as are other elements of the authentication system. biometric modalities [21]. The models and biometric samples' threats are specifically situated in the context of FRS. We follow our PRISMA approach to identify potential threats for those two categories. Threats towards machine learning models comprise the set in which the model in charge of authenticating users could be targeted. This set consists of three main branches, influence, specific, and violation as the table shows. The third group concerns the biometric samples which is the FRS input. This group comprises two main branches, influence and specificity as the table shows.

<table>
<thead>
<tr>
<th>Models</th>
<th>Specificity</th>
<th>Targeted</th>
<th>Clearly identified sample to be accepted or rejected</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Indiscriminate</td>
<td></td>
<td>Cause rejection or acceptance for not specific sample(s)</td>
</tr>
<tr>
<td>Violation</td>
<td>Availability</td>
<td></td>
<td>Increase false positives no matter the subject</td>
</tr>
<tr>
<td></td>
<td>Integrity</td>
<td></td>
<td>Create false negatives of harmful samples</td>
</tr>
<tr>
<td></td>
<td>Privacy</td>
<td></td>
<td>Retrieve information from the training set</td>
</tr>
<tr>
<td>Biometric Samples</td>
<td>Influence</td>
<td>Generative</td>
<td>Machine learning generated samples for authentication</td>
</tr>
<tr>
<td></td>
<td>Spoofing</td>
<td></td>
<td>Authentic samples used from the attacker for authentication</td>
</tr>
<tr>
<td></td>
<td>Intrusive</td>
<td></td>
<td>Tampered samples used for authentication</td>
</tr>
<tr>
<td>Specificity</td>
<td>Targeted</td>
<td></td>
<td>Produce samples to authenticate a particular subject</td>
</tr>
<tr>
<td></td>
<td>Indiscriminate</td>
<td></td>
<td>Authenticate no matter the subject</td>
</tr>
</tbody>
</table>
From the extended literature review, we identified the most prominent groups of the reported attacks in FRS and proceeded to identify the threats they represent. Ultimately these are linked to three main categories depending on their nature. The first group encapsulates the computing resource(s). We can deem this group as any other service for authenticating purposes; We associate this group to the existing recently reported subjects of the cyber threats. These represent by far the largest group. Due to the extensive work in the area, we did not elaborate extensively on this subject and employ the ENISA threat model as a baseline. For the remaining two groups that we elaborate more on, we can separate the system input (biometric sample) from the model used for the authentication. These are two independent units for which we can analyse threats separately. We created two groups at this point: the machine learning model and biometric sample input. We deem the machine learning model as the system’s core. In this viewpoint, we analysed two aspects: the model itself and the data used to train the model. From the extended literature review, we identified the most prominent attacks and associate the corresponding threats to the models’ group. Figure 2 shows this group as the Model Block that

**Fig. 2:** the taxonomy of security threats towards FRS from the high-level threats, see Table I.
comprises three sub-groups. The third group is the Biometric Samples. We follow a similar approach for the second group, from the extended literature review we identified the most persistent attacks and link them with the respective threats. During this process, we identified two main sub-groups we describe next. Figure 2 shows the last leaves from the Biometric Samples block. In summary, the taxonomy of security threats towards FRS comprises three different categories: the Computing Resources (yellow block) which is the infrastructure used to process the data and host all operations, Models (blue block) which define the core functions used to authenticate subjects using machine learning, and Biometric Samples (green block) which concerns the input data given to the system.

5.1 Computing Resources
We group the high-level threats to the computing resources into three groups: profiling, access and affected security:

Profiling: we can split this group into four main groups: (1) reconnaissance in which the victim is identified, (2) fraud where there is a personal or economic gain from the FRS user or service providers, (3) sabotage which implies destroying the FRS, and (4) eavesdropping where the attacker obtains important information from all the FRS actors.

Access: where threats concern gaining access to remote sources via the FRS authentication process, e.g., server logins and or physical access to equipment or facilities.

Affected security properties: we divide this group into three subgroups which concern (1) availability where FRS may not provide access to the desired resources, (2) confidentiality where the user data is exposed to the public and (3) integrity where the user data is subject to manipulation.

5.2 Biometric Samples

The second branch regards threats towards biometric samples, which we can divide into two main subgroups: influence and specificity.

Influence: we find three main subgroups (1) threats concerning generative attacks, where biometric samples are fabricated using machine learning models, (2) spoofing threats where authentic samples are used, and (3) intrusive where tampered samples are used somehow for impersonation.

Specificity: this group concerns two groups, (1) threats aimed at one subject and (2) indiscriminate, which is not aimed at one subject and manages the impersonation no matter the subject.

5.3 Models
The third branch regards threats towards the model, and it comprises three different groups: influence, specificity and violation.

Influence: This group comprises three main subgroups: (1) Causative threats. It means that adversaries can change the distribution of training data, which induces parameter changes of learning models when retraining, resulting in a significant decrease of the performance of classifiers in subsequent classification tasks. (2) Exploratory threats aim at causing misclassification with respect to adversarial samples or to uncover sensitive information from training data and learning models.

Violation: we can categorise these threats into three groups: (1) Integrity threats aim to increase the false negatives of existing classifiers when classifying harmful samples. (2) Availability threats will cause an increase of the false positives of classifiers concerning benign samples. (3) Privacy violation threats aim at obtaining sensitive and confidential information from training data and learning models.

Specificity: this group consists of two groups: (1) Targeted threats aiming to reduce the performance of classifiers on a particular sample or specific group of samples. (2) Indiscriminate threats cause the classifier to fail indiscriminately on a broad range of samples.

6 Authentication Reference Architecture

The authentication reference architecture details the FRS components. Prior work mainly focuses on the operation stage, placing particular importance on the presentation stage. Following the US National Institute of Standards and Technology (NIST) architecture, we elaborate an architecture incorporating the registration stage as an essential part of the FRS model. Figure 3 illustrates the proposed architecture. In this work, we address the existing vulnerabilities during the generation of the samples; as described earlier these can leave open doors to potential attacks [22, 23]. An extension of the NIST architecture comprises the upper left block of Figure 3. The architecture decomposes and facilitates analysis of the registration and authentication process separately to identify the potential threats. The Authentication Reference Architecture as proposed by NIST is represented in the green shaded block. The diagram depicts the system’s architecture in the presence of several attacks.
7 Thirteen Types of Attack

7.1 Presentation

Unfortunately, people’s pictures are sometimes available on public websites without their knowledge [24, 25]. This fact is in part due to social media platforms’ popularity. The attacker has plenty of resources to perform spoofing attacks, where they pretend to be the person in an image, which is particularly challenging when there is no controlled environment to perform the samples registration. Particularly for mobile devices and distributed authentication systems, no one inspects the biometric capture. Impersonation is easy to perform using available samples from public websites. With the attacker having access to user samples, the impersonation takes place using varied techniques, i.e., adversarial attacks [26–28], accessories [29,30], occlusions [31,32], video replay [33, 34], masks [35, 36], printouts [37, 38] and quality [39, 40] as detailed in our companion Technical Briefing Attacks Against Face Recognition Systems. Here the attacker’s objective is generally to bypass the authentication no matter the subject and/or impersonation, however, creating distrust in FRS could also be an objective. A presentation attack could occur during the registration and authentication stages as Figure 3 depicts.
7.2 Device Override

The attacker may override the capture devices. In this case, FRS receive authentic or tampered samples never taken from the intended device [41] The attacker capabilities are backdoor access to the device used by the intended FRS, where the attackers’ goals are impersonation and/or bypass. Device override threats are present both in the registration and authentication stages, as Figure 3 depicts.

7.3 Sample Modification

When performing the signal processing and quality assessment for the sample image, the transmission must be secure. This aspect is particularly essential when the device executes the sample capture and signal processing in place. Otherwise, mid-layer OSI attacks, e.g., man-in-the-middle, may take place and transmit modified samples [42, 43]. The attacker’s capabilities are knowledge of the transmission channel and communication protocols. The goals are to impersonate and/or bypass authentication. Sample modification threats are present both in the registration and authentication stages, as Figure 3 depicts.

7.4 Signal Processing Override

It is necessary to process the samples by the signal processing method. This step involves extracting important information from the captured image which translates into a feature template. The model used in this stage may be corrupted in many forms, by the ways of poisoning [44–46], backdoors [47–49], and tested by adversarial samples [50–52], causing a complete manipulation of the processing. The attacker can perform an attack also by reversing the feature templates. These can be the result of elaborated tampering attacks such as inverse biometrics [53]. The attacker’s capabilities are information about the feature extraction process or sample modelling used by the FRS. Where the goals are to impersonate and/or bypass the authentication signal processing threats are present both in the registration and authentication stages, as Figure 3 depicts.

7.5 Probe Modification

Using a similar strategy for insecure transmissions, the attacker may send unprocessed samples by the FRS during the first three system’s stages. The attacker can send intercepted or tampered features templates and bypass the authentication [54, 55]. This, in practice, can be considered as a complete override of the signal processing stage. The attacker’s capabilities
require knowledge of the transmission channel and communication protocols. Here the goals are to impersonate and/or bypass authentication.

7.6 Comparator Override

The algorithm in charge of deciding whether the processed sample matches an existing user may be targeted and modified via backdoor access, e.g. trojans. The attack may be reflected in extreme poor ROC’s performance of the algorithm if the modification lets many non-authorised users bypass [56]. However, it can also be the case that the attacker has knowledge of the matching process and mounts attacks via the sample processing foundation. This can be achieved by finding very similar samples in feature spaces where the matching takes place [57]. The attacker’s capabilities for both cases require knowledge of the matching process. The goals are to impersonate and/or bypass authentication.

7.7 Database Override

Properly storing the data is crucial to maintain integrity. If implemented successfully, the attacker may modify the data without compromising the entire FRS’ security. In adding the additional database data, the signal processing model interprets it as authentic [58–60]. It could also be the case that already stored data is being modified [61–63]. However, more serious threats to the data being manipulated are represented by backdoors [64, 65]. The attacker’s capabilities are knowledge of the transmission channel and communication protocols. The goals are to impersonate, inflect user rejection, and/or bypass the authentication.

7.8 Biometric Reference Modification

Similarly, the attacker may modify samples sent to the database during the transmission. This opens potential vulnerabilities to data injection [62] and data override [42]. The attacker’s capabilities comprise knowledge of the transmission channel and communication protocols. The goals are impersonation, user rejection, and/or authentication bypass. Biometric reference modification threats are present both in the registration and authentication stages, as Figure 3 depicts.

7.9 Score Modification

Poorly protected systems could allow the attacker to interfere with the system’s scoring. In this case, the comparison criteria are modified according to the attacker’s needs to score fabricated samples differently. The attacker’s capabilities are to access the scoring system, e.g., via a
backdoor [65]. Where the goals are impersonation, user rejection, authentication bypass, and/or distrust.

7.10 Decision Engine Override

The attacker could target the scores and/or thresholds to accept samples, manipulating the FRS to accept samples based on very weak decisions. This hinders the system’s capabilities to discard fabricated samples after a respective comparison. The attacker's capabilities are to access the decision engine, e.g., via a backdoor [65]. The goals are impersonation, user rejection, authentication bypass, and/or distrust.

7.11 Decision Modification

The attacker can bypass the entire FRS directly by modifying the final decision as if the system did not exist. In this case, the input sample is irrelevant as the attacker can access the decision engine, e.g., via backdoors [65, 66]. The goals are impersonation, user rejection, authentication bypass, and/or distrust.

7.12 Assessment Engine Override

Low-quality samples pose a serious threat to the authentication stage [39, 40]. This is a particularly fertile ground for morph attacks [67–69] which recently have attracted attention by producing high-quality datasets for their mitigation [70]. This situation worsens in uncontrolled environments that lack robust quality assessment. Further, like any other stage of FRS, quality assessment can be avoided. Similarly, the assessment is under threat for weakly protected transmissions. The attacker's capabilities are knowledge of the transmission channel and communication protocols. The goals are to impersonate and/or bypass authentication. Assessment engine threats are present in the registration stage only, as Figure 3 depicts.

7.13 Quality Modification

Having similar foundations of previously described attacks, the attacker may compromise the image quality assessment whenever insecure transmission protocols are in place. In such situations, the assessment may not even take place. The attacker's capabilities are knowledge of the transmission channel and communication protocols. The goals are to impersonate and/or bypass authentication. Quality modification threats are present in the registration stage only, as Figure 3 depicts.
8 Summary

We presented a taxonomy of threats for FRS from an extensive and recent PRISMA literature review. Our model identifies three main targets of the FRS system. This comprises the common cyber threats faced by other authentication systems, and the model and sample threats exclusive to FRS. This taxonomy could inform the design of trustworthy systems with measures to mitigate the security, privacy and other threats elevated in this work. We group the most persistent attacks and dissect them based on their nature to present an architecture reference that advances the context needed for modelling current and developing threats to these systems. To this end, we elaborate on the registration stage as a cornerstone to mitigate the most persistent threat, the presentation attacks, countering common perception that reference datasets are deemed to be clean. Such an assumption opens doors to corrupted samples and low-quality images that may eventually compromise the whole system’s security. Our extensive review helps to identify potential attacks at every system’s component, including those could originate in the registration process or compromise its datasets. As part of the future work, we will tackle the second most persistent threat regarding models, which in combination with the presentation group could address the most prominent threats reported in the literature.
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